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Two central tasks of visual processing are (1) to segment undifferentiated retinal
images into discrete objects, and (2) to represent those objects as the same persisting
individuals over time and motion. Here we explore the interaction of these two
types of processing in the context of object files*mid-level visual representations
that ‘‘stick’’ to moving objects on the basis of spatiotemporal properties. Object
files can be revealed by object-specific preview benefits (OSPBs), wherein a
‘‘preview’’ of information on a moving object speeds the recognition of that
information at a later point when it appears again on the same object (compared to
when it reappears on a different moving object), beyond display-wide priming. Here
we explore the degree of segmentation required to establish object files in the first
place. Surprisingly, we find that no explicit segmentation is required until after the
previews disappear, when using purely motion-defined objects (consisting of
random elements on a random background). Moreover, OSPBs are observed in
such displays even after moderate (but not long) delays between the offset of the
preview information and the onset of the motion. These effects indicate that object
files can be established without initial static segmentation cues, so long as there is
spatiotemporal continuity between the previews and the eventual appearance of the
objects. We also find that top-down strategies can sometimes mimic OSPBs, but
that these strategies can be eliminated by novel manipulations. We discuss how
these results alter our understanding of the nature of object files, and also why
researchers must take care to distinguish ‘‘true OSPBs’’ from ‘‘illusory OSPBs’’.
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The currency of our visual experience is discrete objects: What we see when
we view a dynamic scene are things like people and cars, and not merely
patches of colour and shape. To make this type of experience possible, two
challenges must be met. First, the continuous visual input must be
segmented into discrete visual objects. This challenge has been a major
focus of research in vision science for decades, involving topics such as image
segmentation (for a review see Driver, Davis, Russell, Turatto, & Freeman,
2001), feature binding (Müller, Elliott, Hermann, & Mecklinger, 2001),
object type recognition (Peissig & Tarr, 2007), and object-based attention
(Scholl, 2001). Second, we must represent objects as the same persisting
individuals over time and motion. This challenge has received rather
less attention, but has nevertheless been studied in contexts such as
apparent motion (e.g., Dawson, 1991; Kolers, 1964), attentive tracking
(e.g., Pylyshyn & Storm, 1988; Scholl & Pylyshyn, 1999), object substitution
masking (e.g., Moore & Lleras, 2005), and the tunnel effect (e.g., Flombaum,
Kundey, Santos, & Scholl, 2004; Michotte, Thinès, & Crabbé, 1964/1991).

In this paper, we explore how these two challenges interact with each
other. In particular, we report several experiments aimed at determining (1)
how segmentation processes form representations that persist over time and
motion, and (2) how and when objects’ surface features can be bound to
those persisting object representations.

OBJECT FILES AND OBJECT REVIEWING

One of the most popular ways of theorizing about object persistence is in
terms of ‘‘object files’’. An object file is a mid-level visual representation that
‘‘sticks’’ to a moving object over time on the basis of spatiotemporal
properties, and stores (and updates) information about that object’s surface
properties (Kahneman & Treisman, 1984; Kahneman, Treisman, & Gibbs,
1992). In this way, object files help to construct our conscious perception of
objects and how they behave*e.g., telling us ‘‘which went where’’ or
underlying the perception of object persistence despite featural change or
momentary periods of occlusion. Object files are thought to underlie object
persistence via three steps: (1) A correspondence operation, which uses
spatiotemporal information for each visual object to determine whether it is
novel or whether it moved from a previous location; (2) a reviewing
operation, which retrieves previously stored object properties (e.g., colour,
shape) of those objects; and (3) an impletion operation, which uses both
current and reviewed information to construct an evolving conscious
percept, perhaps of object motion.

The object-file framework has been used to interpret the results of several
experimental paradigms in adult visual cognition research (including
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multiple-object tracking and the tunnel effect; e.g., Flombaum & Scholl,
2006; vanMarle & Scholl, 2003), and such representations are also thought
to mediate the representation and processing of object arrays in infants’
‘‘object cognition’’ (e.g., Carey & Xu, 2001; Cheries, Mitroff, Wynn, &
Scholl, in press; Feigenson, Carey, & Hauser, 2002; Scholl & Leslie, 1999).
Perhaps the most direct evidence for the operation of object files, however,
comes from the object-reviewing paradigm that was introduced along with a
seminal elaboration of the object-file framework itself (Kahneman et al.,
1992). Theoretically, this paradigm involves both the ‘‘correspondence’’ and
‘‘reviewing’’ operations. When the features of objects encountered at
different times match the correspondence computed by spatiotemporal
factors*in other words, when the features are similar across two encounters
that are seen as temporal stages of a single enduring object in the world*
then certain responses are facilitated. When the features do not match the
computed correspondence, in contrast, responses are inhibited.

This basic object-reviewing paradigm is illustrated in Figure 1. In the
initial preview display, a number of distinct objects are presented and then
letters briefly appear on some or all of them. (Letters are not critical, of
course*and in fact we use different symbols in some of the experiments
reported here.) After the letters disappear, the objects begin moving about
the display. Once they come to rest, a single target letter appears on one of
the objects, and the observer’s task is simply to name that letter as quickly as
possible. This response is typically slightly faster when the letter matches one
of the initially presented letters (a type of display-wide priming). However,
observers are faster still to name the target letter when it is the same letter
that initially appeared on that same object (in a congruent trial), compared
to when the final letter initially appeared on a different object (in an
incongruent trial). This is termed an object-specific preview benefit (OSPB).
This relative response-time advantage for congruent trials over incongruent
trials is necessarily object-based since the objects’ spatial locations change
from the preview to the target displays.

Several more recent object reviewing studies have employed a different
method wherein the task is to answer as quickly as possible whether the
target letter matches either of the initial previews. This forces subjects to
attend to the preview information (which otherwise can be completely
ignored), and perhaps for that reason it tends to produce more robust
OSPBs (Kruschke & Fragassi, 1996; Noles, Scholl, & Mitroff, 2005). As
such, this is the form of object reviewing that we use in the current
study.

Object reviewing has been used in many studies over the past 15 years to
explore two primary questions. First, several studies have explored the types
of information that can be stored in object files (and thus elicit OSPBs), and
the main lesson of this work is that object files are extremely flexible in this
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way. For example, object files can store both novel visual features that have
never previously been encountered (Mitroff, Scholl, & Noles, 2007), yet also
abstract information such as letters independent of their fonts (Henderson,
1994; Henderson & Anes, 1994) or concepts independent of their presenta-
tion as words or pictures (Gordon & Irwin, 1996, 2000). Another variant of
the object reviewing paradigm even suggests that visual object files can store
auditory information (Richardson & Kirkham, 2004). The second primary
question that has been addressed in recent object-reviewing experiments
concerns the factors that control the maintenance of object files. These
studies have demonstrated that object files can persist for at least several
seconds (Noles et al., 2005), and that their maintenance is influenced by
‘‘core’’ principles such as cohesion (Mitroff, Scholl, & Wynn, 2004) and
perhaps solidity (Mitroff, Scholl, & Wynn, 2005).

Figure 1. A schematic depiction of the object-reviewing paradigm, as used in the present

experiments. Each trial consists of preview, linking, and target displays. The single target can be

identical to one of the previews (on match trials) or can be novel to the trial (on no-match trials). On

match trials, the target can occur on the same object on which it initially appeared in the preview field

(on congruent-match trials) or on the other object (on incongruent-match trials). Observers must press

a key to indicate whether or not the target had appeared anywhere in the preview field.
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THE CURRENT STUDY

Whereas previous studies have focused on the maintenance and contents of
object files, here we explore how and when object files are constructed in the
first place. In particular, we address a foundational question that has
received surprisingly little study: What counts as an ‘‘object’’ in the object
file framework? In the limit, of course, many of the same grouping principles
that define objects in other situations (e.g., see Feldman, 2007) may influence
representations in this paradigm as well. Nevertheless, we may still ask which
of these grouping cues are necessary to initially establish object files.
Moreover, we can ask how long it takes for explicit segmentation cues to
establish object files before features can be stored in them. In this way the
current studies explore the interaction between perceptual segmentation and
object persistence, two of the major challenges faced by the visual system in
the attempt to make sense of the world.

EXPERIMENT 1: REGULAR OBJECTS

Many of the experiments reported in this paper employ objects defined solely
by their motion*drawn as random-dot squares on a random-dot back-
ground. In order to compare the performance in such conditions with a more
typical baseline, however, our first experiment simply measures the OSPBs
that arise when using objects with explicit contours (visible in each static
frame of motion), drawn on a random-dot background (see Figure 2a).

Method

Participants. Sixteen Yale University undergraduates participated in a
single 15-minute session for course credit or payment. The displays were
presented on a Macintosh iMac computer using custom software written
with the VisionShell graphics libraries (Comtois, 2007). Observers sat
without head restraint approximately 50 cm from the monitor. (All
measurements here are computed based on this viewing distance.)

Stimuli. The visible background subtended 328, with each pixel set
randomly to black or white. The two objects on each trial were squares
subtending 1.718. The squares were drawn as black outlines with a stroke of
0.28 (such that they were visible on all static frames of motion). Each
square’s interior was composed of a separately computed random noise
pattern that did not change while the objects moved. (In later experiments,
this manipulation gave rise to visible motion-defined objects even without
the black outlines.) These random-dot interiors were identical for all objects
in a trial, but were randomly computed between trials. The squares initially
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appeared horizontally aligned in the vertical centre of the display with their
centres respectively 5.138 to the right and left of the display’s centre. The
letters presented on the objects each subtended 0.918, drawn in a red
monospaced font in the centres of the squares, with the particular letters on
a given trial drawn without replacement from the set K, M, P, S, T, and V.

Procedure and design. The initial display containing the two squares and
the background appeared for 500 ms, after which a letter appeared in each
square (in the first panel of Figure 2a). After 750 ms, the two preview letters
disappeared, and the squares began their uniform circular motion (either
clockwise or counterclockwise, determined randomly on each trial) around
the centre of the display (as in the middle panel in Figure 2a). Their motion

(a) 

(b) 
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680

700

720

Congruent-Match Incongruent-Match

Trial Type

Preview
(750 ms) 

Linking
(750 ms) 

Target 

Figure 2. (a) A schematic depiction of a clockwise-motion congruent-match trial from Experiment

1. The objects were initially segmented by the closed black contours, which remained visible

throughout the objects’ motions. The other location where the target could appear (on other types of

trials) is indicated here by a small dot (which was not present in the actual displays). (b) The significant

OSPB obtained from Experiment 1. (Error bars depict 95% confidence intervals.)
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stopped after 750 ms when they were vertically aligned with their centres
5.138 above and below the centre of the display, respectively.

Immediately after the motion ended, a single target letter appeared in a
randomly chosen final square and remained until the observer responded (in
the final panel of Figure 2a). We used an adaptation of the object-reviewing
paradigm (Kruschke & Fragassi, 1996; Noles et al., 2005): Observers made a
speeded response, pressing one key to indicate that the target letter was the
same as either of the preview letters or another key to indicate that it did not
appear in the preview display. Fifty per cent of trials were no-match trials, in
which the target letter (drawn from the same set as the preview letters) did not
appear in eitherof theoriginal squares.Of the remainingmatch trials, 50%were
congruent-match trials (in which the target letter was the same as the preview
letter that initially appeared on that square), and 50%were incongruent-match
trials (in which the target letter was the same as the preview letter that initially
appeared on the other square). After 32 practice trials, 160 test trials were
presented in a different random order for each observer.

Results and discussion

Overall accuracy was high (96.84%) and did not differ between the
congruent-match and incongruent-match conditions (96.25% vs. 95.62%),
t(15)"0.745, p".468, h2".036. All analyses were limited to trials with
accurate responses. Trials on which response times fell outside 3 standard
deviations from the observer’s mean were eliminated (1.6% of the trials).
Response times indicated a displaywide priming effect (see Table 1): As in
many studies of object reviewing, responses on no-match trials (721 ms) were
significantly slower than responses on either congruent-match trials (646
ms), t(15)"4.884, pB.001, h2".614, or incongruent-match trials (696 ms),
t(15)"2.497, p".025, h2".294.1

The comparison of interest was the OSPB: faster responses to congruent-
match than incongruent-match trials indicated the maintenance of object-
specific information, above and beyond displaywide priming. A significant
OSPB of 50 ms was observed in this experiment, t(15)"4.741, pB.001,
h2".600, as noted in Table 1 and Figure 2b. This result effectively replicates

1 Such display-wide priming effects are found inconsistently in object-reviewing
experiments*sometimes appearing large and robust (e.g., Gordon & Irwin, 1996; Mitroff
et al., 2004, 2005) and sometimes being small or nonexistent (Kahneman et al., 1992; Mitroff
et al., 2007). These differences appear to depend on the tasks, timings, and stimuli used in
particular experiments*and in fact we found such effects only inconsistently even in the
experiments reported in this paper. Because no theoretical implications follow from such effects,
however, we do not report them in the main text for the remainder of the experiments, though all
of the relevant data are presented in Table 1.
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the standard OSPB with our modified paradigm, shows that visually
complex displays filled with random noise do not greatly inhibit such
effects, and serves as a baseline for the following experiments.

EXPERIMENT 2: MOTION-DEFINED OBJECTS

During the motion phase of Experiment 1, the objects were defined in an
especially simple and intuitive way*by small closed shapes, which were
visible from the very beginning of the trial. Which aspects of those shapes
are necessary in order to maintain object files through the motion? In
particular, what types of segmentation cues are required to set up the object
files in the first place, before the previews appear and the motion begins?

Here we begin our exploration of this question by eliminating all initial
static cues to objecthood beyond the preview ‘‘features’’ themselves, defining
the objects simply by their motion, as random patterns moving on a random
background. As a result, the objects in this experiment were not visible until
the motion began*after the offset of the initial previews. This condition is
depicted in Figure 3a. However, since the objects were invisible in any given
static frame, we have adopted the convention here of drawing visible motion-
defined objects in the figures with dashed-line borders, to make them visible.
In the animations themselves, of course, these borders were not drawn (for
examples of the actual animations used in these studies, see http://
www.yale.edu/perception/OF-Segmentation/).

Method

This experiment was identical to Experiment 1, except as noted here. Sixteen
observers participated in this experiment; six had also participated in
Experiment 1. The objects in this experiment were identical to those in

TABLE 1
Mean response times (in ms) from the no-match, congruent-match, and incongruent-

match conditions for each experiment

Experiment No match Congruent match Incongruent match

1. Regular objects 720.96 646.34 696.25

2. Motion-defined objects 693.70 644.33 674.86

3. Global rotation 684.09 637.93 660.75

4. Global rotation, uncertain positions 775.75 733.25 743.78

5. Motion-defined, uncertain positions 892.05 825.72 879.17

6a. Temporal delay, 100 ms 875.93 792.72 837.49

6b. Temporal delay, 500 ms 878.86 813.27 825.49
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Experiment 1, except that the black outlines were not drawn: each object was
defined only by its invariant random-noise interior. Because these random-
noise shapes were again presented on a random-noise background, they were
only visible when the objects moved (as in Figure 3a).

Results

Overall accuracy was high (96.06%) and did not differ between congruent-
match and incongruent-match conditions (95.78% vs. 94.06%), t(15)"1.842,
p".085, h2".184. Trials on which response times fell outside 3 standard
deviations from the observer’s mean were eliminated (1.26% of the trials). A
significant OSPB was observed in this experiment, t(15)"2.682, p".017,

(a) 

 (b) 
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Linking
(750 ms) 

Target 

Figure 3. (a) A schematic depiction of a clockwise-motion congruent-match trial from Experiment

2. The objects were defined solely by their motion (as random visual noise patches moving on a

random noise background), and were thus invisible during the preview display. Here the objects are

indicated by dashed lines, which did not appear in the displays themselves. The other location where

the target could appear (on other types of trials) is indicated here by a small dot (which was not

present in the actual displays). (b) The significant OSPB obtained from Experiment 2. (Error bars

depict 95% confidence intervals.)
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h2".324, as noted in Table 1 and Figure 3b, and the magnitudes of
the OSPBs observed in Experiments 1 and 2 did not differ, t(30) "1.250,
p".221, h2".050.

Discussion

This result suggests a striking answer to the question of what segmentation
cues are required to define the ‘‘objects’’ of object files in the first place.
Whereas some other projects have explored effects of individual surface
features such as closure (Mitroff, Arita, & Fleck, 2009), the results of this
experiment indicate that no initial static surface features are required during
the motion for OSPBs: As long as the objects can be perceived (here defined
by their coherent motion alone), they can give rise to distinct mid-level visual
representations that persist over time and that store information from the
preview displays. Perhaps more importantly, note that the objects only
became visible in this experiment (due to their motion) after the previews
had already been removed from the display. This indicates either (1) that the
object files were initially formed from the preview stimuli themselves, and/or
(2) that the object files that are generated once the motion begins can
contain information that was presented (and then disappeared) before the
object files themselves existed. We discuss these possibilities at greater length
in the General Discussion.

EXPERIMENT 3: GLOBAL ROTATION

Previous experiments have explored whether certain cues such as perceptual
closure are required in order to set up and maintain object files, as measured
by the object reviewing paradigm (e.g., Mitroff et al., 2009). In Experiment 2,
however, we removed all such cues from the initial displays, and the objects
only existed during their motion by virtue of their motion-defined
boundaries. Thus Experiment 2 removed all static surface features that could
have defined the objects in the first place. In Experiment 3, we attempt to
push this kind of effect even further: we still used random-dot patterns
to define the objects and the background, but now we removed all cues to
separate objects during the motion: The background rotated along with the
objects, rendering them invisible at all times. Thus observers simply perceived
a single global random-dot disc that rotated in place (see Figure 4a).

Whereas there were perfectly visible discrete ‘‘objects’’ in Experiment 2
(after the motion began), there are no discrete objects per se in this
experiment. Nevertheless, we can still test for OSPBs in exactly the same
manner as before, considering the two regions of the global disc (where the
previews appeared) as the ‘‘objects’’ for the purpose of the analysis. If
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OSPBs are still observed, this would pose a challenge to the conception of
object files as truly ‘‘object’’-based.

Method

This experiment was identical to Experiment 2, except as noted here. Sixteen
new observers participated in this experiment. After the offset of the preview
letters, the entire background*now drawn as a single disc subtending much
of the display (15.168 in diameter)*began to rotate around the centre of the
screen (either clockwise or counterclockwise, determined randomly on each
trial; see Figure 4a). As a result, the two squares from Experiment 2
remained static relative to the rotating background at all times, and were
thus invisible. Indeed, during the motion phase of this experiment, every
single static frame looked identical*though the resulting animation was
perceived in terms of a rotating disc. The congruent-match and incongruent-
match conditions were still defined, however, now in terms of the relative
position of the target letter to the invisible objects (i.e., to those local regions
of the rotating disc).

Results and discussion

Overall accuracy was high (96.91%) and did not differ between congruent-
match and incongruent-match conditions (96.56% vs. 96.41%), t(15)"0.151,
p".882, h2".002. Trials on which response times fell outside 3 standard
deviations from the observer’s mean were eliminated (1.29% of the trials). A
significant OSPB was observed in this experiment, t(15)"2.897, p".011,
h2".359, as noted in Table 1 and Figure 4b. The magnitude of this OSPB
was significantly smaller than that in Experiment 1, t(30)"2.060, p".048,
h2".124, but did not differ from that in Experiment 2, t(30)"0.557,
p".582, h2".010.

Whereas the results of Experiment 2 can be accommodated within an
object-based framework*indicating that objects can be defined by their
motion alone*the results of this experiment cannot. This is true for the
simple fact that there were no discrete objects, in any sense, present in these
displays: there was only a single rotating disc, on which previews appeared.
As such, these results seem to challenge the core of the object file framework.
If OSPBs are taken to indicate the presence of object-files (which is
universally assumed in this literature, by the very logic of the object-
reviewing paradigm), then these results seem to indicate that objects are not
required for object files. But, since the whole purpose of the object reviewing
paradigm is to reveal and explore the construction and maintenance of
object-specific information in mid-level visual cognition, these results call the
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entire logic of the paradigm into question. Because of the gravity of this
inference, however, we probed this effect more closely in Experiment 4, in an
attempt to test an alternate explanation that would explain these results in a
way which maintained the ‘‘object-specific’’ nature of object files.

EXPERIMENT 4: GLOBAL ROTATION WITH UNCERTAIN
TARGET POSITIONS

If object files truly require objects, then why did the object-less displays in
Experiment 3 yield robust OSPBs? One possibility is that this effect was
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Figure 4. (a) A schematic depiction of a clockwise-motion congruent-match trial from Experiment

3. The entire background disc rotated along with the objects, rendering them invisible throughout the

entire trial; observers simply saw a global rotating disc. The other location where the target could

appear (on other types of trials) is indicated here by a small dot (which was not present in the actual

displays). (b) The significant OSPB obtained from Experiment 3 (later reinterpreted as an ‘‘illusory

OSPB’’). (Error bars depict 95% confidence intervals.)
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driven not by the automatic object-specific integration of information in
mid-level visual processing, but rather by a higher-level strategy that
combined (1) prioritized encoding of one of the two previews with (2)
strategic scanning along with the rotary motion.

Consider what it is like to experience a trial of the previous experiment: Two
previews appear and then disappear, and then they must be compared with a
final target. Assume first that in such situations observers must scan the two
previews to encode them, by attending them or even overtly looking at them in
sequence during the 750ms presentation interval. This means that the eyes (or
perhaps just the locus of attention and encoding) will end up at one of the two
preview locations at the end of this period, and that the representation of that
preview item may be especially salient, having just been encoded.

Even without any objects, however, observers know (all too well, after so
many trials!) that the target never appears in the same location where either
of the previews appeared: Instead, the target reliably appears in an
orthogonal position (at the top or bottom of the display, whereas the
previews appear along the left or right of the display). Thus, even without
any segmentation cues, observers must move their eyes and/or their attention
from the location of the most recently encoded preview item to one of the
two possible target locations. But which one? Observers could simply wait at
the location of the most recently encoded preview item until the target
actually appears, and then move their eyes and/or their attention to this new
location. But this is not a natural strategy, given the salience of the
intervening rotary motion*and it may be especially natural to simply move
their eyes and/or attention along with that motion, which will take them
directly to one of the two possible target locations. But now consider what
will happen if the target appears in that location: Observers will still have the
most recently encoded preview item prioritized in memory, and may thus be
especially fast to respond when it matches the target. Put more directly:
Observers may simply be slightly faster when the same item appears in quick
succession right where they are looking (or attending)*something that may
occur on a considerable number of trials in this situation, and will yield a
pattern of results that looks exactly like an OSPB.

In this experiment, we tested this possibility in the most direct way
possible: We simply replicated Experiment 3, but we doubled the number of
trials, and allowed the target to appear on the same location as one of the
two previews on half of the trials (see Figure 5a). These trials themselves
cannot be analysed in terms of OSPBs, of course, since objects and locations
are perfectly confounded here, and so they are set aside from the primary
analysis. However, if the significant result observed in Experiment 3 was
strategic in nature, then this manipulation should eliminate it even on the
remaining trials where the target appears in a new location: Now there
should be no incentive to move attention away from the location of most
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recently encoded preview item, since the target is just as likely to appear in
that same location as anywhere else. And, since there are no discrete objects
visible at any time, this display should not generate an OSPB driven by
automatic object-specific encoding.

Method

This experiment was identical to Experiment 3, except as noted here. Sixteen
new observers participated in this experiment (which took roughly twice as
long as Experiment 3, given that there were twice as many trials). To minimize
possible effects of overt rehearsal of preview and target letters, and thus

(a)  

(b) 

640
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780

Congruent-Match Incongruent-Match
Trial Type

Preview
(750 ms) 

Linking
(750 ms) 

Target 

Figure 5. (a) A schematic depiction of a clockwise-motion congruent-match trial from Experiment

4. This experiment was identical to Experiment 3 (with a global rotating disc), except that there were

now more locations where the target could appear (on other types of trials)*indicated here by small

dots (which was not present in the actual displays). (b) The null effect observed in Experiment 4.

(Error bars depict 95% confidence intervals.)
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maximize our chances of observing OSPBs, this and all subsequent experi-
ments employed symbols rather than letters: The two previewswere randomly
selected from a pool of six possible choices ($, &,#, #,", %). The only other
change in the procedure was that the number of trials was doubled, and the
target on the new 160 trials appeared at one of the two preview locations
(randomly chosen). The resulting 320 test trials were presented in a different
random order for each observer.

Results and discussion

The additional 160 trials that were added to this experiment cannot be
analysed in terms of OSPBs, since spatial location was perfectly confounded
with persisting objecthood.2 The remaining 160 trials, however, were
analysed as before. Overall accuracy was high (95.55%) and did not differ
between congruent-match and incongruent-match conditions (94.69% vs.
94.84%), t(15)"0.131, p".898, h2".001. Trials on which response times
fell outside 3 standard deviations from the observer’s mean were eliminated
(1.47% of the trials). No significant OSPB was observed, as noted in Table 1
and Figure 5b (733 vs. 744 ms for congruent-match and incongruent-match
trials, respectively), t(15)"1.266, p".225, h2".097. (This null effect cannot
be properly compared with the OSPB from Experiment 3, however, given
that observers experienced twice the number of overall trials, and that we
began using symbols instead of letters for the previews and targets. However,
note that we are able to conduct this type of comparison with a better-
matched OSPB in one of the following experiments.)

These results are consistent with the ‘‘strategic’’ explanation of the results
of Experiment 3 that was suggested above. Simply adding in two new
possible target locations in this experiment eliminated the OSPB. There is no
reason to expect that this manipulation would affect the computation of

2 Of course, we can analyse these ‘‘spatial priming’’ trials in a similar way to see whether
there is a location-specific preview benefit. No theoretical implications follow for the issues being
explored in this paper in either case, but we did run this analysis for the sake of completeness.
Here, no-match trials are defined as before; congruent-match trials are those in which the target
matched the preview that appeared in that same location; and incongruent-match trials are those
in which the target matched the preview that appeared in the other preview location. Overall
accuracy in these spatial priming trials was high (94.92%), though accuracy was marginally
higher on congruent-match versus incongruent-match trials (95.31% vs. 93.28%), t(15)"1.932,
p".072, h2".199. Trials on which response times fell outside 3 standard deviations from the
observer’s mean were eliminated (1.13% of the trials), along with incorrect trials. No significant
spatial priming effect was observed by comparing the RTs from the congruent-match versus
incongruent-match condition (719 vs. 734 ms, respectively), t(15)"1.738, p".103, h2".168.
The spatial-priming results of Experiments 5 and 6 were also analysed in the same manner, and
all of these results are reported in Table 2.
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object persistence in mid-level visual cognition, but we had a compelling
reason to think that this would affect observers’ strategies. Thus, we
tentatively conclude that the significant effect observed in Experiment 3
might reflect only an ‘‘illusory OSPB’’*and, as such, that those results may
not in fact impugn the object-specific nature of object files.

As discussed later, however, this possibility calls into question some other
results that have been obtained with the object reviewing technique, and
suggests that researchers who employ this tool should always attempt*in the
way used here or some other way*to separate out trueOSPBs (i.e., those that
are fuelled by automatic mid-level visual processing) from illusoryOSPBs (i.e.,
those that may be fuelled only by observers’ circumstantial strategies).

EXPERIMENT 5: MOTION-DEFINED OBJECTS WITH
UNCERTAIN TARGET POSITIONS

The results of the previous experiment show that when strategic effects are
well controlled, OSPBs are not observed with displays containing only a
single global rotating object*thus supporting the object-specific nature of
the ‘‘object file’’ framework. However, this experiment also raised an even
more dire concern: What if all OSPBs reflected the kinds of strategic
processing discussed in the previous experiment, rather than more automatic
aspects of mid-level visual processing? In order to explain away the results of
Experiment 3 in terms of strategic effects (‘‘illusory OSPBs’’), while retaining
the results of Experiment 2 as ‘‘true OSPBs’’, we must assume that the latter
reflected nonstrategic processing. Here we test this directly, in the same
manner as in Experiment 4: We retain the novel manipulation wherein the
target can appear in either the original or final positions of either object, but
now we test this manipulation with discrete motion-defined objects (as in
Experiment 2). This manipulation (see Figure 6a) destroyed the apparent
OSPB with the rotating disc, but we predict no such effect here: When
objects are present, object-specific processes should be invoked, which do
not depend on observers’ strategies.

TABLE 2
Mean response times (in ms) and accuracy (in parentheses) from the no-match,
congruent-match, and incongruent-match conditions for spatial priming trials in

Experiments 4!6

Experiment No match Congruent match Incongruent match

4. Global rotation, uncertain positions 768.17 (95.55%) 718.96 (95.31%) 734.10 (93.28%)

5. Motion-defined, uncertain positions 875.77 (95.31%) 865.10 (95.63%) 873.60 (96.25%)

6a. Temporal delay, 100 ms 868.09 (94.95%) 803.31 (95.31%) 799.34 (93.33%)

6b. Temporal delay, 500 ms 867.09 (94.95%) 803.08 (94.79%) 798.03 (93.85%)
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Method

This experiment was identical to Experiment 4, except that the rotating
background disc from Experiment 3 was replaced with the static random-dot
background from Experiment 2 (such that the discrete objects were again
visible due to their motion). Twelve new observers participated in this
experiment.

Results and discussion

Our primary analysis was again conducted only over those 160 trials wherein
the target was not presented at one of the original preview locations. Overall
accuracy was high (94.27%) and did not differ between congruent-match
and incongruent-match conditions (93.54% vs. 92.92%), t(11)"0.376, p"
.714, h2".013. Trials on which response times fell outside 3 standard
deviations from the observer’s mean were eliminated (1.28% of the trials)
along with incorrect trials. A significant OSPB was observed, as noted in
Table 1 and Figure 6b (826 ms vs. 879 ms, for congruent-match and
incongruent-match trials, respectively), t(11)"2.698, p".021, h2".398.
The magnitude of this OSPB was considerably larger than the nonsignificant
effect observed in Experiment 4, t(26)"2.191, p".038, h2".156. (Note
also that this OSPB was even larger than that from Experiment 2*perhaps
because the use of symbols rather than letters inhibits types of overt
rehearsal that can add noise to the underlying OSPBs.)

These results, when combined with those of the previous experiment,
demonstrate that subtle manipulations of where targets may appear can
dramatically affect the resulting (illusory) OSPBs in objectless displays, but
do not affect OSPBs that arise from segmented displays with discrete objects.
We thus conclude that the OSPBs observed in segmented displays reflect true
object-specific processing, but that the apparent OSPB in the objectless
display of Experiment 3 reflects only higher level strategic effects.

EXPERIMENT 6: INITIAL OBJECT SEGMENTATION VIA THE
PREVIEWS THEMSELVES?

One striking result of this study so far is that of Experiments 2 and 5,
wherein OSPBs are observed even when the objects themselves do not
appear until the offset of the previews. This raises the possibility that the
initial presentation of the preview letters themselves establish the object files,
which are then later bound to the moving objects which subsequently
appear. After all, although the previews have typically been treated in this
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paradigm as the ‘‘features’’ that are stored in object files, they are also local
shapes (and thus objects) on their own.

Note, however, there was no temporal gap between these two events in the
previous experiments: the objects appeared (via their motion) immediately as
the previews offset. Thus it is possible that the preview information was still
decaying on the display itself, and was thus visible as the motion began*
thus directly facilitating spatiotemporal integration between the previews
and the moving objects. In this experiment, however, we introduced delays
between the offset of the previews and the onset of the motion (and thus the
appearance of the ‘‘objects’’; see Figure 7a). If OSPBs should persist despite
these brief pauses, this would lend support to the idea that the previews

(a)

(b) 
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Congruent- Match Incongruent-Match

Trial Type

Preview
(750 ms) 

Linking
(750 ms) 

Target 

Figure 6. (a) A schematic depiction of a clockwise-motion congruent-match trial from Experiment

5. This experiment was identical to Experiment 2 (with motion-defined objects), except that there were

now more locations where the target could appear (on other types of trials)*indicated here by small

dots (which was not present in the actual displays). (b) The significant OSPB obtained from

Experiment 4. (Error bars depict 95% confidence intervals.)
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themselves can establish object files, before the appearance of the moving
boxes, which are then integrated into the same evolving representations.

Method

This experiment was identical to Experiment 5, except as noted here.
Twenty-four Zhejiang University undergraduates participated in a single 50-
minute session for payment. The displays were presented on a PC computer
using custom software written with the Psychotoolbox graphics libraries and
Matlab (Brainard, 1997; Pelli, 1997). The number of trials was doubled.
On 50% of the trials, the delay between the offset of the preview and the
onset of the motion was 100 ms; on the remaining trials, this preview-motion
ISI was 500 ms. After 32 practice trials (the result of which were not
recorded), the 640 test trials were presented in a different random order for
each observer.

Results

Our primary analysis was conducted only over those 320 trials wherein the
target was not presented at one of the original preview locations. Overall
accuracy was high and did not differ between congruent-match and
incongruent-match conditions for either the 100-ms preview-motion ISI
(M"94.92%; 94.69% vs. 94.27%), t(23)"0.397, p".695, h2".007, or the
500-ms preview-motion ISI (M"94.18%; 93.23% vs. 93.33%), t(23)"0.096,
p".924, h2".001. Trials on which response times fell outside 3 standard
deviations from the observer’s mean were eliminated (1.36% of the trials for
the 100-ms ISI, 1.35% for the 500% ISI) along with incorrect trials. A
significant OSPB was observed, as noted in Table 1 and Figure 7b, for the
100-ms ISI trials (793 ms vs. 837 ms, for congruent-match and incongruent-
match trials, respectively), t(23)"6.013, pB.001, h2".611, but not for the
500-ms ISI trials (813 ms vs. 825 ms), t(23)"1.073, p".294, h2".048*and
these two magnitudes were significantly different, t(23)"2.267, p".033,
h2".183. Moreover, the OSPB magnitude in the 100-ms ISI condition did
not differ from that obtained with the 0-ms ISI using these same methods in
Experiment 5, t(34)"0.498, p".621, h2".007.

Discussion

The significant OSPB observed in the 100-ms preview-motion ISI condition,
unlike the 0-ms ISI tested in Experiments 2 and 5, cannot be explained
by appeal to any type of visual persistence of the preview information.
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Rather, this result indicates that the preview letters themselves were able to
establish the object files, and that the moving boxes that later appeared in
those same locations were then treated as the subsequent stages of those
same (preview-)objects. Such spatiotemporal integration is perhaps not
surprising given that the boxes enjoyed excellent spatiotemporal continuity
with the previews, appearing as they did moments later and in the same
location. Spatiotemporal integration does have a temporal component,
however, and accordingly the null effect observed with the 500-ms ISI
suggests that the boxes and the previews will only be integrated in this way
when there is not a sizeable temporal gap to separate them. Note also
that the robust 100-ms ISI effect was observed with the same degree of
statistical power (and, indeed, in the same observers, with intermixed trials)
as for the 500-ms ISI, effectively ruling out any strategic explanation of these
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Figure 7. (a) A schematic depiction of a clockwise-motion congruent-match trial from Experiment

6. This experiment was identical to Experiment 5 (with motion-defined objects), except that there was

now a pause of either 100 ms or 500 ms between the offset of the previews and the onset of the motion.

As in Experiments 4 and 5, the target could appear in multiple potential locations (on other

types of trials)*indicated here by small dots (which was not present in the actual displays). (b) The

results of Experiment 6, consisting of the significant OSPB observed in the 100 ms delay condition,

and the null effect observed in the 500 ms delay condition. (Error bars depict 95% confidence

intervals.)
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results*since it is difficult to imagine an overt rehearsal strategy that could
not accommodate a 500 ms delay.3

GENERAL DISCUSSION

The experiments reported here explored the interaction of segmentation and
persistence in the object file framework, using the object reviewing paradigm,
with three primary manipulations: (1) What sorts of objects were displayed,
(2) when they were displayed, and (3) where the targets could appear.
Corresponding to these manipulations, we observed three primary results.
First, no static surface features at all beyond the previews themselves are
required to establish object files and to generate OSPBs. Second, the letters
and symbols that have been treated as ‘‘surface features’’ in this paradigm can
be imported into object files (yielding robust OSPBs) even when those
previews disappear 100 ms (but not 500 ms) before the moving objects
themselves first appear*thus indicating that the previews alone are able to
establish object files, to which the moving boxes are then bound via
spatiotemporal continuity. Third, we discovered that the potential number
and locations of targets can dramatically influence the resulting OSPBs in
some contexts but not others*a result we interpret in terms of a new
distinction between automatic ‘‘true’’OSPBs and strategic ‘‘illusory’’OSPBs.

In the remainder of this paper, we discuss the implications of each of these
results in turn.

Are objects required for object files?

What counts as an object? This question may not have a single answer in
the context of real objects in the world (Marr, 1982), but it may have a

3 By the same token, note that this contrast effectively rules out another potential alternate
interpretation of OSPBs. Earlier, we noted that a combination of discrete moving objects plus
highly predictable probe locations could effectively produce ‘‘illusory OSPBs’’. One might also
wonder, though, whether such effects could arise due to strategic tracking of discrete moving
objects even when the probe locations are harder to predict (as in Experiments 5 and 6). This
possibility has not been previously considered in the context of object reviewing, but similar
ideas have been tested in the context of transsaccadic integration (Gajewski & Henderson, 2005;
Gordon, Vollmer, & Frankl, 2008). However, this possibility is difficult to reconcile with the
present experiment, since there is no reason why the ultimately small difference between 100 ms
and 500 ms should make a difference, if OSPBs are simply driven by strategic oculomotor
tracking of the objects: Such tracking should be just as natural (or not) in either case, yet only
one of them yields an OSPB. More generally, this possibility would predict that ‘‘OSPBs’’ would
always arise whenever there are readily ‘‘trackable’’ displays in which two discrete objects each
move to a new location*but in fact only a subset of such studies have revealed reliable OSPBs,
as in the many previous object reviewing studies cited in the introduction.
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well-defined answer (or answers) in the context of visual representations. For
example, this issue has been the focus of a considerable amount of research
in the study of object-based attention. Seminal work by many laboratories
(e.g., Duncan, 1984; Egly, Driver, & Rafal, 1994) indicated that attention
does not operate in the manner of a spatial spotlight, but that it is influenced
by objects’ boundaries. In particular, these studies and many others have
demonstrated same-object advantages: Across several methodological var-
iants, attending to two features of a single object is easier and faster than
attending to two features of two different objects (for a review see Scholl,
2001). Thus attention is (in some cases necessarily) ‘‘object based’’. This
conclusion immediately raises the question of what can count as an ‘‘object’’
of attention. Accordingly, many additional studies have now explored the
features that are necessary and sufficient for same-object advantages*
including connectedness (Scholl, Pylyshyn, & Feldman, 2001; Watson &
Kramer, 1999), closure (Avrahami, 1999; Marino & Scholl, 2005), symmetry
(Saiki, 2000), curvature (Barenholtz & Feldman, 2003; Ben-Shahar, Scholl,
& Zucker, 2007), and several other features (see Feldman, 2007). Perhaps the
central lesson of this work is just that such features matter: Even though the
resulting definition of ‘‘objecthood’’ may not always match up with our
intuitions (see Ben-Shahar et al., 2007), it is clear that attention*and same-
object advantages*are acutely dependent on the individual segmentation
and grouping cues that collectively parse the visual world into discrete units.

Studies of ‘‘object’’-specific preview benefits have similarly motivated the
question of what counts as an object in this context. One might assume that
the answers would be identical to those discussed earlier: The ‘‘objects’’ that
fuel same-object advantages might be the same ‘‘objects’’ that give rise to
OSPBs. However, the few studies of such questions using object reviewing
have suggested that this is not so. Indeed, whereas the central lesson of work
on object-based attention is that various segmentation and grouping cues
matter a great deal, the central lesson of work on object-reviewing is that
such cues often barely matter at all.

Whereas most traditional object-reviewing studies limited their ‘‘objects’’
to intuitive rectangles and discs, two recent studies have explored a wider
array of possible cues. In one of these studies (Gao, Shen, & Dong, 2008),
robust OSPBs were obtained regardless of whether the objects enjoyed
properties such as closure, or connectedness*arising even from sparse dot
clusters with no grouping cues at all. Moreover, this study demonstrated
that the very same stimuli which dramatically affect same-object advantages
(e.g., the ‘‘box and line’’ used by Duncan, 1984) made no difference
whatsoever in object reviewing. Another recent study focused on the role of
closure as a cue to define objects, and similarly found that under some
circumstances (especially when using blocked conditions), OSPBs can
arise without any closed contours, and even when the critical surface
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features (i.e., the letters, as in most studies) occurred outside of closed
contours (Mitroff et al., 2009).

The present results similarly support the conclusion that object reviewing
is largely insensitive to the cues that define objects in other contexts. Indeed,
in one way the current studies extend such manipulations to their limit: we
observed that no static cues at all beyond the ‘‘features’’ that constitute the
previews themselves are required to establish object files, since OSPBs were
reliably observed (and were not even any weaker) even when the objects were
composed of pure random noise, moving on a background of random noise.
These types of motion-defined objects thus demonstrate that the objects of
OSPBs can be constructed ‘‘on the fly’’ without initial segmentation cues
beyond the appearance of the previews themselves, so long as the those
previews are spatiotemporally continuous with the moving motion-defined
objects that subsequently appear.

At the same time, the current results place an important new limit on the
question of what can count as an object of object reviewing, and
demonstrate that there is still an important sense in which this processing
is truly ‘‘object’’ based. It would be consistent with all previous studies to
suggest a deflationary answer: Maybe OSPBs would arise without any cues
at all to discrete objects at any time in the display. We tested this possibility
in Experiments 3 and 4, and discovered that ‘‘true’’ OSPBs (as discussed in
more detail later) do require discrete individuals during the motion phase:
motion-defined squares (as in Figure 6) yield robust OSPBs, but the same
positions on a globally rotating disc (as in Figure 5) do not. Thus it appears
that mid-level visual processing does involve object-specific tracking, but it
does not involve ‘‘region’’-specific tracking in unsegmented displays.

The role of spatiotemporal continuity in maintaining
object files

In general, two very different types of information may be used to identify
objects as the same individuals over time. First, we can simply note what the
objects look like: A glimpsed object that is flat and blue is unlikely to be the
same individual as a later glimpsed object that is tall and red. Second, we can
identify objects as the same based on how and where they move through the
environment, employing a principle of spatiotemporal continuity: There
must be a continuous spatiotemporal path between two objects in order for
them to be treated as the same individual. (This is true even in neural
processing, wherein ventral cortex requires spatiotemporal continuity in
order to treat subsequent faces as the same, as revealed by repetition
attenuation; see Yi et al., 2008.) In practice, however, these two types of
information are not equally weighted: Across many different paradigms,
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spatiotemporal information is found to trump surface features, such that two
shapes may be reflexively interpreted as subsequent stages of the same
persisting individual even when they look entirely different (for a review see
Flombaum, Scholl, & Santos, in press). This is true, for example, in apparent
motion (e.g., Burt & Sperling, 1981; Navon, 1976), multiple object tracking
(Scholl, Pylyshyn, & Franconeri, 1999), and the tunnel effect (Flombaum
et al., 2004).

The present study suggests that the same may hold for object files in the
context of the object reviewing paradigm. The fact that we observed robust
OSPBs even when the previews disappeared before the onset of the moving
boxes (especially in the 100-ms ISI condition of Experiment 6) suggests that
the previews themselves must have been sufficient to establish the object files.
The spatiotemporal continuity between those symbols and the motion-
defined boxes was then apparently sufficient to bind these entities into the
same enduring object representations, despite the vast featural differences
between the red contours of the preview symbols and the colourless motion-
defined squares. This is consistent with the view that surface features may be
stored in object files, but only spatiotemporal information suffices to direct
their maintenance over time (cf. Mitroff & Alvarez, 2007). Previous studies
have explored the constraints on spatiotemporal integration, focused on
principles of cohesion (Mitroff et al., 2004) and solidity (Mitroff et al., 2005).
The present results focus instead on the temporal component of spatiotem-
poral continuity, suggesting that the object files established by the preview
letters will decay at some point between 100 and 500 ms, as observed in
Experiment 6. This is consistent with previous studies, especially of apparent
motion, which is observed (even between featurally different shapes) with
100 ms but not 500 ms delays between two flashes.

This discussion also highlights one of the reasons to expect that the
‘‘objects’’ of object reviewing and object-based attention would differ, in that
they prioritize different types of features. Both processes are likely to operate
over the same visual object representations in some sense, of course: after all,
both of these processes prioritize discrete objects, and it seems unlikely that
the initial segmentation processes that serve to individuate these objects
would be different in each case. However, at the same time, it seems natural
to expect that processes related to attention versus object-files would do
different things with those object representations, since they are thought to
serve rather different purposes. Attention prioritizes objects for further
processing, and some of this processing intrinsically involves visual
features*for example binding them into particular arrangements within
individual objects. The object-file system, in contrast, serves a different
purpose: It is primarily concerned with maintaining object persistence, and
in such cases spatiotemporal cues are dominant. (For discussion of just why
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spatiotemporal cues trump surface features during computations of
persistence across time, see Flombaum et al., in press.)

Improving the object reviewing paradigm

Beyond its theoretical implications, this study also has methodological
implications for how we should test for OSPBs. In all previous studies of
object reviewing of which we are aware, the target could only ever appear in
one of two locations, corresponding to the two final locations of the moving
objects. The results of Experiments 4 and 5, however, suggest that this
common feature of the object reviewing paradigm in practice is problematic.
When targets could appear in only these two typical positions, we found that
OSPBs were observed even without any cues to discrete objects at any point
in the trial. However, when we allowed targets to appear at four possible
locations*the two final locations of the moving objects (as usual), but also
their initial locations where the previews were presented*then OSPBs
remain robust for displays with moving objects, but were eliminated in the
‘‘objectless’’ displays.

There is no reason to expect that this manipulation of target position
across trials would affect the computation of object persistence via
automatic visual processing. Indeed, we know of no such mechanism by
which such processing could be affected in this manner. However, such
manipulations could very well affect observers’ higher level strategies for
keeping track of the preview information*for example in the ways explored
at length in the introduction to Experiment 4. We can interpret these results
in terms of the need to distinguish true OSPBs that arise from actual mid-
level visual processing from similar effects*illusory OSPBs*that may
mimic this same pattern due only to strategic scanning and rehearsal. After
recognizing the possibility of illusory OSPBs, it of course becomes extremely
important to evaluate which OSPBs are ‘‘true’’.

We have proposed that in most object reviewing designs, this can be
done*i.e., strategic effects can be thwarted*simply by allowing targets to
appear at the initial preview locations. (This effectively serves to remove any
incentive for strategic scanning away from these initial locations.) In our
studies, this manipulation made a dramatic difference indeed, leading us to
conclude that OSPBs were indeed object based rather than merely reflecting
some sort of ‘‘region-based’’ processing that required no segmentation and
individuation. We thus commend this manipulation to others, as what we
hope will become an essential part of object-reviewing experiments*and of
course we must also now test whether previously reported OSPBs are true or
merely illusory in this way.
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CONCLUSIONS

This paper began with an attempt to relate two of the primary challenges of
object perception: (1) Segmenting undifferentiated retinal images into
discrete objects, and then (2) representing those objects as the same
persisting individuals over time and motion. In some ways the results of
the studies reported here support a connection between these two
challenges*for example, by demonstrating that object files really do require
discrete objects. In other ways, however, our results emphasize the
distinction between the representations that help meet these two
challenges*for example by demonstrating that object files can be main-
tained despite radical featural differences between the initial preview
information that establishes the object files in these displays and the
motion-defined boxes that are later bound to them.
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